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Executive summary

The National Artificial Intelligence Centre (NAIC) wants to support businesses to mature 
their Responsible AI (RAI) practices. To achieve this, NAIC has worked with Gradient 
Institute to provide an orientation to a selection of tools and guidelines that can 
support bridging the gap between the Australian AI Ethics Principles and the business 
practice of RAI. 

The purpose of this report is to help raise awareness 
amongst AI practitioners of some important tools 
and guidelines that can be used to connect principles 
and practice. This is done in a two-step approach.

First, for each of the eight Australian AI Ethics Principles, 
we identify a pragmatic, but non-exhaustive selection 
of practices that promote the realisation of that 
principle. These range from broad activities such as 
“education on the responsible use of AI” to more specific 
ones such as “defining how to measure and monitor 
fairness using data”. In total we propose 26 different 
practices relevant to Australia’s AI Ethics Principles. 

Second, for each of the identified practices, we

• explain what the practice involves, and how 
it implements an ethical principle

• identify who should apply the practice and when 
they should apply it within the AI system lifecycle

• orient the reader to the types of tools and 
guidelines available, so they can choose an 
approach that works best for their organisation

• point to impactful and popular examples of resources 
(including software tools and guidelines) and provide 
some guidance on how to differentiate them

• identify any gaps in resources to address the practice, 
and suggest courses of action to navigate them.

The space of applications for AI in businesses is rapidly 
evolving. AI can currently be used for a broad range 
of applications ranging from making personalised 
decisions at scale to having natural language interactions 
with customers. As the landscape of resources keeps 
evolving, current tools and guidelines will be supplanted 
by newer, more advanced ones. Some practices are 
likely to stay relevant and new practices will emerge. 
This implies that organisations should invest in enhancing 
their culture and governance processes in order to bring 
practices to a level of standard routine, while staying 
informed about emerging tools and guidelines and how 
they can aid in the execution of the various practices.

ii Implementing Australia’s AI Ethics Principles: A selection of Responsible AI practices and resources



1 Introduction

Artificial Intelligence (AI) is increasingly used by industry and government organisations 
to make consequential decisions that affect people’s lives. AI algorithms can be 
flexible and efficient at achieving business objectives, with capabilities such as making 
personalised decisions across entire cohorts, or having natural language interactions 
with customers. However, without being explicitly designed with the appropriate 
checks and balances they can also have unintentional negative impacts.

Businesses should care about using AI responsibly not 
only because it is the right thing to do, but also because 
it can help them prevent legal risk, avoid reputational 
risk, and establish trust with customers and stakeholders. 
A set of guiding ethical AI principles can provide a 
foundation for businesses to address the complex issues 
surrounding the use of AI. We structure this report 
around Australia’s AI Ethics Framework and its eight 
voluntary principles of human, societal and environmental 
wellbeing, human-centred values, fairness, privacy 
protection and security, reliability and safety, transparency 
and explainability, contestability and accountability.1 

It is important to recognise that these eight ethical 
principles exist as a tool to structure the users’ 
thinking. Various frameworks offer ethical principles 
addressing the same set of concepts, organised around 
different themes such as justice and autonomy.2

For each of Australia’s AI Ethics Principles, we identify 
some of the key relevant practices and orient the reader 
to resources to implement them. For each practice, we:

• explain what the practice involves, and 
how it promotes an ethical principle

• identify who should apply the practice and when 
they should apply it within the AI system lifecycle

• orient the reader to the types of resources 
available, so they can choose an approach 
that works best for their organisation

• point to impactful and popular examples (including 
software tools and guidelines) and provide some 
guidance on how to differentiate them

• identify any gaps in resources to address the practice, 
and suggest courses of action to navigate them.

It is anticipated that many of the businesses reading this 
report will be procuring AI systems from third-party 
vendors rather than developing in-house solutions. 
We caution that this does not absolve them of responsibility 
for how the system operates. The purchaser needs to 
be informed about (or ideally be involved in specifying) 
the system’s algorithms, data and objectives. A client 
who simply trusts that a vendor has taken appropriate 
care — without applying their own due diligence 
— may be exposing themselves to uncontrolled 
risks for which they are ultimately accountable.
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1.1 The need for Responsible 
AI in business
It is by now well established that the use of AI increases 
risk for businesses. The use of AI can create new sources 
of risk, as well as increase existing sources of both 
legal and reputational risk (for a detailed treatment, 
see Gradient Institute’s report De-risking Automated 
Decisions: Practical Guidance for AI Governance3):

• Legal risk. The use of AI increases the risk that businesses 
fail to comply with laws and regulations, often without 
them realising. For example, AI can make discriminatory 
decisions that fail to comply with anti-discrimination 
law, or make inscrutable decisions in situations when 
the law requires those decisions to be explainable. 

• Reputational risk. Even if the use of AI is legal in a 
certain context, it may cause reputational damage if it is 
considered controversial, unethical or untrustworthy by 
customers, regulators or the broader public. For instance, 
some technology companies have over the past few years 
discontinued many of their face recognition services 
in response to concerns raised by academics and the 
public society about the ethics of providing such services 
(in particular in light of the disparate performance of 
these systems across different demographic groups).3 

Just like with human decision makers, AI systems must 
follow the relevant legal requirements, such as those 
related to anti-discrimination, privacy, and consumer 
protection. But these laws alone only provide a minimum 
standard for AI systems to follow – they are not sufficient 
to ensure that the AI system operates in alignment with the 
organisation’s values, ethics and societal expectations. 

1.2 Organisational 
approach to RAI
Organisations adopting Responsible AI (RAI) must 
contextualise ethical principles such as wellbeing, fairness 
or transparency to each AI system they create, and carefully 
balance these ethical goals against the system’s business 
purpose. This will involve making practical commitments 
towards designing, deploying, maintaining and using 
AI systems in a way that is accountable to the people 
the AI system interacts with, minimises the risk of 
negative consequences and maximises the benefits to 
individuals, groups and the wider society. Thus, practices 
of RAI are designed to ensure that AI systems:

• operate in alignment with the organisation’s 
ethics, objectives and constraints

• have a socially acceptable purpose, aligned 
with the views of people affected by the 
system, and of broader society

• do not cause unintentional or unjustified harm 
to individuals, society or the environment in 
the process of achieving their outcomes.

This report is structured around the Australian 
Government’s Ethical AI Principles. It identifies varied 
resources that encourage alignment with each of 
these principles individually. However, it is important 
to note that numerous organisations have developed 
and published frameworks that offer salient advice 
and tools for bridging the gap between their own 
set of principles and AI in practice. 4 5 6 7 8 9 
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To deeply explore this body of literature, the AI Ethics 
Lab provides an interactive exploration of publications 
by industry and government organisations around the 
world today (reviewing over 100 distinct documents).10 
Senior directors navigating this space may consider:

• whether a document’s ethical principles readily map to 
and provide coverage of their organisation’s principles 
and values (and Australia’s AI Ethics Principles)

• whether the guidance is practicable for their 
domain and organisation size – it may address an 
organisation using AI systems for a business purpose, 
but it may instead take a regulatory perspective, 
or assume the existence of ethics boards, research 
and development teams, or existing model policies 
that a smaller organisation may not possess

• what organisational changes are required to 
implement the guidance – it may take the form of 
lightweight tools (such as checklists and templates), 
or extensive overhauls of existing governance.

Furthermore, it should be noted that many organisations 
(particularly larger organisations) have established their 
own Responsible AI ethics committees and Responsible 
AI frameworks tailored to their values and use-cases.

1.3 Models, systems and 
accountable parties
A model’s predictions have no impact until they are used 
to take actions, so understanding the degree to which 
predictive disparities or errors will map to harms and 
benefits requires contextual knowledge of the AI system 
and its use-case. In this report, we make the distinction 
between an AI system and an AI model as follows:

• AI model: A representation or structure that embodies the 
knowledge, patterns, or relationships gained by learning 
algorithms or other approaches, enabling it to make 
predictions, recommendations or to generate content.

– example: A model predicts how effective an offer will 
be at convincing a customer to purchase a product

• AI system: A set of algorithms, models, interfaces, 
a pool of potential decisions or actions and a process 
for determining how to draw from this pool to 
achieve a specified objective (which may involve 
human decision makers and/or automated rules)

– example: A system chooses personalised offers 
to send to customers based on an effectiveness 
model, and delivers them via SMS

Furthermore, within the text we will refer to three 
(broad) levels of roles within an organisation 
(see Section 9 for further details):

• The system owner role refers to the person (or persons) 
responsible for defining business and other objectives 
of the system in line with the organisation’s strategy 
(as set by the board of directors), as well as for 
ensuring that the system implementation is fit 
for purpose and delivers on those objectives. 

– This is not fundamentally a technical role – 
where these decisions have ethical and technical 
components, it is expected that technical 
personnel will support the system owner in 
understanding the implications of, for example, 
design trade-offs or measurement choices.

• The development team is responsible for designing 
and implementing the AI system to meet the specified 
objectives and requirements of its owner. 

– This may include roles such as data scientists, 
software engineers or user experience experts. 

– In practice, some organisations may not do all the 
development work themselves, but instead draw 
upon a complex supply chain involving solution 
vendors (model, data, full solution providers) 
or machine learning service platform engineers.

• Senior directors are concerned with 
setting strategic goals and coordinating 
individuals within the organisation. 

– Leaders do not have direct oversight or make 
decisions at the level of a specific system, 
but are responsible for promoting Responsible 
AI in an organisation in terms of elements 
such as governance, policy and incentives.
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RESPONSIBLE AI PRINCIPLE 

Human, societal and environmental wellbeing

Throughout their lifecycle, AI systems should benefit 
individuals, society and the environment.

Elicit potential impacts

Account for the needs 
of all stakeholders while 
promoting inclusivity 
and equity.

DIRECTLY APPLICABLE TO: 
system owners, development team

Assess impacts

Understand the positive 
and negative impacts the 
system’s actions will have 
on people so they can be 
prioritised and managed.

DIRECTLY APPLICABLE TO: 
system owners, development team

Set ethical objectives

Ensure that AI systems 
are explicitly designed to 
operate ethically (as well 
as meeting their business 
objectives).

DIRECTLY APPLICABLE TO: 
system owners, development team

4 Implementing Australia’s AI Ethics Principles: A selection of Responsible AI practices and resources



2 Human, societal and 
environmental wellbeing

Throughout their lifecycle, AI systems should benefit individuals, society and 
the environment.

AI systems, whether they are built to promote social 
good or serve a business purpose, must not create 
outcomes that unduly harm individuals, society or the 
environment. AI systems should instead have legitimate, 
defendable objectives, and any negative impacts should 
be accounted for throughout the AI system lifecycle. 

This section points to key relevant practices 
for accounting for system impacts:

• eliciting the potential ways an AI 
system may impact people

• assessing an AI system against these impacts

• balancing mutually incompatible 
objectives in a responsible manner.

In addition to mitigating negative impacts, 
it is important to ensure that an AI system is 
having socially acceptable outcomes in the eyes 
of customers, affected stakeholders, and the public 
more broadly, which is examined in Section 3.

2.1 Elicit potential impacts

DIRECTLY APPLICABLE TO: system owners, 
development team

Most decision systems that allocate opportunities or 
resources or otherwise intervene in people’s lives, 
including AI systems, will inevitably have positive effects 
on some people, and negative effects on others. It is 
unrealistic to expect that a “perfect” system can be 
created with beneficial outcomes for everybody. 

Eliciting the perspectives of different stakeholders makes 
system owners aware of how the system’s actions might 
affect them when specifying the system objectives and 
requirements. A common approach is to examine the 
system’s intended purpose and proposed design, while 
brainstorming the range of impacts the system might have 
on various affected groups or individuals. During this 
stage, the goal is to identify as many potential impacts 
as possible rather than to decide how to prioritise them 
– this can come later after a more detailed analysis of 
their likelihood and severity has been conducted. 

This practice is primarily led by the system owner, who 
needs to contextualise the system’s impacts to subsequently 
assess them. The system owner cannot undertake this task 
alone, however, as the effectiveness of any identification 
exercise relies on the diversity of perspectives and expertise 
involved. Consulting affected stakeholder representatives, 
legal experts and domain experts can help anticipate a 
broader set of problems and is therefore beneficial to 
begin as early as possible in the AI system lifecycle (often 
before the system is designed, or as part of its design). 
Here it is important to clearly inform participants of the 
use-case that the system is being considered for, and 
the precise nature of its potential actions, to identify 
relevant concerns and document the scope of analysis.
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Resources for eliciting impacts
• Diverse Voices11 templates a workshop to elicit diverse 

perspectives about the impacts of a technology policy, 
which would generalise effectively to system impacts.

• The Ethics Canvas12 is a lightweight resource that is well 
suited to facilitate a workshop about the harms and 
benefits of the system. It provides freely–accessible 
templates for the user to conduct workshops to 
explore the harms and benefits of a system, prompting 
participants to think about the key areas of impact 
an AI system may have, and who may be affected. 

• Microsoft’s Judgement Call13 is a freely accessible 
kit for the user to conduct an internal team-based 
activity in which participants roleplay the system’s 
affected stakeholders who are tasked with providing 
product reviews. The intent is to cultivate empathy 
in the development team for the users and uncover 
harms through the shift in perspective.

• An ethical matrix is a tool for system owners and 
developers to brainstorm a list of affected stakeholders 
and a set of potential issues that concern them. 
It involves constructing a table mapping stakeholders 
(on one axis) to issues that concern them (on the other 
axis). This serves as a starting point for identifying 
who should be brought into the conversation to 
express their concerns about potential impacts.14 

Checklists offer a complementary approach to 
workshops as a means of identifying impacts.

• The Ethical OS Toolkit15 provides a checklist to 
explore eight areas of risk and social harm often 
attributed to new technologies. Illustrative scenarios 
provide advice on what to do when the system 
owner and development team encounter them.

• The Ethics Guidelines for Trustworthy AI16 includes a pilot 
checklist which categorises high-level questions under 
the European Commission’s seven key requirements for 
trustworthy AI systems (which align closely to Australia’s 
AI Ethics Principles in structure and coverage).

• The Azure Application Architecture Guide’s 
“Types of harm” section prompts the user to 
think about many different concerns such as 
physical injury, emotional harm, economic 
loss, privacy loss and manipulation 17

2.2 Assess impacts

DIRECTLY APPLICABLE TO: system owners, 
development team

Assessing a system’s impacts on people, society and the 
environment helps the owners specifying the system 
and the developers building the system to understand 
the positive and negative effects the system’s actions 
will have so that they can be prioritised and managed.

Algorithmic impact assessments provide a process to 
document the magnitude and likelihood of an AI system’s 
harms and benefits, which allows system owners to gauge 
whether the system is of net benefit to its owners and 
to society, and decide how to specify system objectives 
and requirements to control them. These assessments 
are best initiated prior to development, as they can help 
with assigning accountability for aspects of the system’s 
performance, as well as specifying mitigation strategies 
that will be implemented prior to deployment. 

However, it is also important to conduct ongoing 
or periodic assessment to catch unforeseen impacts 
once the system is deployed, as the way the product 
or service is used, or the patterns it learned 
from historical data may change over time. 

Many organisations have published guidelines or templates 
for impact assessments. The following are some examples:

• The Canadian Government has an algorithmic impact 
assessment that is mandatory for procurement 
of their internal systems.18 They use an online 
scorecard tool aimed at identifying harmful impacts 
that arise over the lifecycle of AI systems, without 
requiring the user to have deep RAI expertise.

• Microsoft’s Responsible AI Standard19 includes 
an impact assessment template and an 
extensive user guide that details activities and 
guidance to help complete the assessment. 

• AI Now Institute’s Algorithmic Impact Assessment20 
provides step-by-step guidance for conducting an 
algorithm assessment (predominantly aimed at public 
agencies but adaptable for use in the private sector). 

• ISO 42005 standard, specific to impact 
assessments, is currently under development.21
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Considerations:
• Impact assessments need to consider many affected 

groups or individuals, including the broader public, 
regulators, people who bear the system’s impacts, 
people who operate the system, are responsible for the 
system, or even whose jobs are displaced by the system.

• Impact assessments can be conducted and updated at 
any point during the system’s lifecycle although it is 
advantageous to begin early to reduce costs associated 
with mitigation, remediation or reputational damage.

• Impact assessments are only valid for the specific use 
case they examine. It may be that an organisation wishes 
to use the same AI technology in multiple applications 
(such as computer vision for inventory management and 
store surveillance). Each potential use-case needs to be 
assessed, and the assessment’s scope documented). 

• The potential for incorrect use must also be considered. 
For example, if a user queries a large-language-model 
chatbot as an alternative to using a search engine, 
the results may seem credible, without necessarily 
being appropriate, truthful or complete.

• Vendors of AI products and services may apply some 
controls around how their technology is used22, 
but many do not. As discussed in the introduction, 
a client who assumes that a vendor has taken 
appropriate care — without applying their own due 
diligence — may be exposing themselves to uncontrolled 
risks for which they are ultimately accountable. 

• Standard measures (such as accuracy) focus on system 
errors and assume they are all equally important. 
In reality, some errors may be more impactful on 
average than others, and the same errors may be 
more impactful for specific individuals or groups 
than others. It is important to choose metrics 
that align with identified harms, and if a specific 
harm can’t be meaningfully quantified, to identify 
what steps might be appropriate to mitigate it.

• When a system has been assessed, the owner can decide 
whether it is fit for purpose. However, it is a common 
pitfall to critique an AI system against a “perfect” 
system that has no negative impacts, when the key 
question is whether the benefits outweigh the harms 
in the eyes of the owner, and the public more broadly. 
A more realistic point of comparison is a feasible 
alternative such as a pre-existing system, manual 
decisions, simple rules or even not deploying the system. 
Various guidelines discuss baseline selection. 23 24 25
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2.3 Set ethical objectives

DIRECTLY APPLICABLE TO: system owners, 
development team

Having identified potential harms, the owners of AI systems 
may specify multiple design objectives, including business 
objectives such as profitability or accuracy, alongside 
ethical objectives such as fairness or transparency. 
Making ethical objectives primary objectives ensures that 
an AI system is designed to operate ethically as well as meet 
its business objectives. However, design trade-offs in AI 
systems with multiple objectives are inevitable because:

• design steps to prioritise a given metric 
may come at a cost to others (e.g. due to 
algorithmic and data limitations)

• system objectives may be inherently competing or 
conflicting (such that it is not feasible to align them).

Deciding how to balance competing objectives requires 
ethical — rather than technical — judgement, especially 
when a system’s impacts cannot be easily compared or 
measured against one another. For example, is it better 
to have a system that uses no personal data, or a system 
that uses personal data but makes fewer errors? 

When building an AI system, the key design trade-offs 
need to be identified by the development team and 
communicated to the system’s owner. The owner then 
needs to decide how to prioritise and balance different 
aspects of the system’s performance to align it with 
the organisation’s values, objectives and constraints.

Resources to identify design trade-offs
AI models are usually designed to maximise accuracy, 
assuming this will align with most system objectives. 
But it is also possible to directly optimise measures 
of impact, as is done in cost-sensitive learning.26

The drivetrain approach offers a general and flexible 
way to adjust a system’s parameters to optimise 
a specified objective.27 Likewise, many fairness 
toolkits provide the functionality to improve a 
specific fairness objective (see Section 4).

These methods typically involve identifying (or designing) 
levers or parameters that control the performance 
of the system. While they are intended to improve 
a specific objective, they may affect other system 
metrics positively or negatively. Here, identifying and 
characterising the trade-offs between competing 
objectives is a technical problem that could be naively 
approached by manually exploring the effect of 
model parameters, but when models are expensive 
to retrain or have many parameters, exploration may 
require more sophisticated methodologies.28

Approaches and challenges for trade-offs
To prioritise and balance different aspects of the system’s 
performance to align it with the organisation’s values, 
objectives and constraints, a system owner needs to 
be able to steer the system’s design decisions.

A simple approach is to use satisfactory metrics.29 
This involves identifying a “primary” objective and 
converting the others into constraints. For example, 
a development team may optimise profitability or 
accuracy while maintaining an acceptable level of a 
specific notion of fairness. This approach provides ethical 
safeguards but does not optimise the ethical performance 
to the same extent as the business performance.
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An alternative strategy is to assign ‘price’ or exchange 
rate to different system objectives such that they 
can be aggregated - a process called ‘scalarization’.30 
This allows developers to target a single measure that 
encodes a prioritised combination of the objectives. 
However, specifying prices is often as difficult, if 
not more difficult, than deciding how to balance 
the objectives. It is often more intuitive for a system 
owner to examine available options and choose 
between them than it is to specify how much a unit of 
fairness measure is worth. In doing so, they may also 
over-simplify nuanced requirements and preferences. 

Decision support tools can help system owners 
to interpret and balance complex competing 
objectives. Preference elicitation tools from other 
fields such as economics or operational research 
can be applied to this task, as demonstrated by 
the AI Impact Control Panel, a proof-of-concept 
decision-making tool developed by Gradient Institute 
with support from Minderoo Foundation.31 

Open challenges exist in eliciting preferences 
from human decision makers: 

• The complexity of trade-off decisions increases with the 
number of criteria. Decision makers may prefer tools 
that ask them to consider only two criteria at a time.

• A human decision maker’s preferences may depend on 
the order in which options are presented to them. It is 
difficult to determine if a tool has guided a user to their 
“ideal” trade-off except under simplifying assumptions.

• A human decision maker’s judgement may suffer 
from cognitive biases such as loss aversion (placing 
more importance on sacrificing performance than 
gaining performance). The NAUTILUS method 
from the literature aims to address this by starting 
from a relatively weak position and exploring 
a series of incremental improvements.32
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RESPONSIBLE AI PRINCIPLE 

Human-centred values

Throughout their lifecycle, AI systems should respect 
human rights, diversity, and the autonomy of individuals.

Design for human  
autonomy

Respect and preserve 
human agency and 
decision-making 
capabilities.

DIRECTLY APPLICABLE TO: 
development team

Achieve outcomes 
ethically

Justify the means by 
which outcomes are 
achieved.

DIRECTLY APPLICABLE TO: 
system owners

Incorporate diversity

Promote systems that 
benefit the broader 
community and mitigate 
against perpetuating 
the implicit biases of its 
owners and developers.

DIRECTLY APPLICABLE TO: 
senior directors, system owners, 
development team
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3 Human-centred values

Throughout their lifecycle, AI systems should respect human rights, diversity, 
and the autonomy of individuals.

AI systems should be designed with the diversity, autonomy 
and fundamental rights of individuals in mind. In this 
section, we suggest relevant practices for ensuring 
an AI system respects these human-centred values:

• designing for human autonomy

• justifying the means by which positive impact is achieved

• incorporating human diversity into 
the design of the system.

3.1 Design for human autonomy

DIRECTLY APPLICABLE TO: development team

Autonomy refers to the ability of a person to self-govern. 
Threats to this include practices such as deception, unfair 
manipulation, and unjustified surveillance.1 The avenues 
by which AI systems can manipulate people are greatly 
expanded by the arrival of generative models that 
can generate convincing content that appears to be 
created by a person. However, even well-intentioned 
systems can impact an individual’s autonomy by 
removing or limiting their freedom of choice. 

The first step to promote autonomy is to provide 
appropriate transparency and explainability of AI systems 
to end users or consumers (see Section 7). Businesses can 
further promote autonomy by exposing control 
mechanisms to users, avoiding misleading “dark patterns” 
in interface design33 34 35 and asking for consent before 
processing a person’s data or making decisions for them. 

Individual control over an algorithm
A first step towards improving autonomy is to give 
users some level of control over the algorithm. 
A simple example is the thumbs-up button found 
in many recommender systems such as online 
music and video streaming platforms.

More sophisticated controls can be found in, for example, 
Google’s advertising settings.36 It should be noted 
that offering more complex controls may require 
users to possess relevant technical understanding 
to make use of them.37 Google’s Feedback + Control 
guide5 provides guidance on how to design control 
and customization interfaces for service users. 

Motivation is also an issue. If controls are too difficult 
to use, or the user has too many options, they may 
become fatigued and disengaged. This could lead 
to a user accepting the system’s default settings 
rather than exercising their autonomy.38 39 40 

Establishing user consent
Establishing consent for how a person’s data is collected 
or processed is essential to respecting their privacy and 
autonomy and may be subject to legal requirements. It is 
important to obtain legal advice on how to do so for a 
given application. In many settings, a person who does 
not consent to specific functionalities of the system may 
be able to continue engaging in a more limited capacity. 
For example, a person receiving advertising might request 
to have generic / non-personalised advertising shown to 
them. Furthermore, to make an informed decision about 
whether they want to grant consent, impacted persons 
need to be aware of who is handling their data, what 
they are recording, and for what purpose (see Section 7: 
Transparency and explainability). Various web 
consent-management services offer best-practice 
guidance specifically for web applications.41 42 43

The right to opt-out of automated data processing has 
been recognised in some settings by, from an Australian 
perspective, foreign regulations including the General 
Data Protection Regulation (GDPR). Australian businesses 
of any size may be required to comply with the GDPR 
if they conduct aspects of their operation within the 
European Union – seek legal advice where necessary.44 
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3.2 Achieve outcomes ethically

DIRECTLY APPLICABLE TO: system owners

When establishing the legitimacy and social licence of AI 
systems, it is important to consider not only the positive 
impacts but also the means by which they are achieved.

Justifying AI systems with respect to the wellbeing principle 
(Section 2) requires arguments that they create positive 
impact. However, systems that create positive outcomes 
through unscrupulous methods are not necessarily ethical 
or socially acceptable.3 A human-centred values approach 
to AI system development should consider fundamental 
international and Australian human rights conventions, 
such as the right to equality and non-discrimination.45 

Such concepts are often less tangible than other qualities 
of AI systems like accuracy or reliability and may require 
human judgement. Short questionnaires like the 
“Should We?” test found in Westpac’s code of conduct46 
can be useful to determine whether a system might meet 
societal expectations, where questions like “Would you 
be comfortable explaining the ideas behind the system 
to a friend or family member?” can help identify aspects 
of the system that may fall short of social standards 
or potentially impact human rights. The Organisation 
for Economic Co-operation and Development (OECD) 
has developed a framework for the classification of 
AI systems which supports risk assessment and risk 
management.47 However, it is necessary to recognise 
that these assessments are developed to meet existing 
regulations or governance requirements, and are not 
necessarily designed with Responsible AI in scope.

We note that in terms of respecting laws and regulations, 
Australian laws and regulations should be the first and 
foremost concern for Australian organisations, who may 
then raise the bar by choosing to also adopt practices from 
other parts of the world. However, there are implications 
in doing so relating to challenges of compliance with 
multiple regimes, and associated compliance risks.

The growing use of generative AI raises new questions 
around data use, such as how the use of copyright 
materials in the large corpuses of training data 
required by these algorithms might infringe on the 
creator’s intellectual property, particularly if the model 
were to inadvertently plagiarise these works.48

A broader approach to assessing the social licence 
of a system is to engage in public consultation. 
These consultations could take the form of market research 
or focus groups and can also act as a forum to identify 
potential harms, as discussed in Section 2. The Australian 
Government Department of the Prime Minister and 
Cabinet (PM&C) provides a Best Practice Consultation 
publication49 with guidelines for policymakers, including 
recommendations that can be generalised more broadly. 

Social contracts for the use of AI systems (for example, 
AI for Social Good’s The Social Contract for AI50 and AI World 
Society’s Social Contract for the AI Age51 ) are resources for 
companies to publicly demonstrate commitment about 
how they will (and won’t) use AI. Further information on 
the importance of disclosure and involving the public in 
drafting impact assessments can be found in Section 7.
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3.3 Incorporate diversity

DIRECTLY APPLICABLE TO: senior directors, system 
owners, development team

Humans are diverse, therefore there should be diversity 
in every part of the AI system lifecycle.52 This includes the 
choice of which stakeholder and user groups to consult, 
the choice of the data that is fed into the system, and the 
composition of the development teams themselves. 

AI systems designed without diverse and inclusive 
practices can be perceived as untrustworthy, 
unfair or actively discriminatory, leading to the 
services being ostracised by the community, or to 
people with diverse abilities disengaging.53 54 

Conversely, including a diverse set of perspectives when 
designing a system benefits the broader community and 
mitigates against perpetuating the implicit biases of a 
system’s owners and developers. AI services actively 
adopting diversity practices are more likely to receive public 
appraisal. For example, although AI facial recognition 
technology is generally seen as potentially risky and 
harmful in most settings, for the specific use-case of 
assisting the blind and visually impaired community with 
day-to-day activities it has been positively received.55 56 57

Resources for diversity and inclusion in AI
The Diverse Voices guide by the University of Washington’s 
Tech Policy Lab templates a method to elicit perspectives 
from under-represented groups about the impacts of a 
technology policy. This method would generalise effectively 
to discovering and evaluating system impacts on a diverse 
cohort.11 To make these diverse voices count it is necessary 
to ensure the system designers use these perspectives 
to better include people with diverse backgrounds 
and abilities to benefit the broader community.

Partnership on AI is a non-profit group that brings 
together diverse voices from across the AI community 
to develop actionable resources for AI. They develop 
best-practice documents, undertake studies on 
challenges to diversity in AI, and host workshops on 
inclusive research and design for AI practitioners.58

OCAD University in Canada has published The Inclusive 
Design Guide, which is designed for a general audience 
and can be applied to workshops, meetings, conferences, 
services, and physical products. The guide includes 
practices, tools and activities to promote inclusive design.59 

Microsoft’s In Pursuit of Inclusive AI60 document 
offers best practice guidance for inclusive 
AI design, covering topics such as:

• avoiding dataset biases that can perpetuate cultural bias

• enlisting customers to correct fairness

• re-engaging disadvantaged demographics 
through privacy and consent

• hiring staff from diverse backgrounds, 
disciplines and demographics.

CSIRO’s National AI Centre Think Tank article52, 
Deloitte’s Opening doors of opportunity report61 and opinion 
pieces like Human-centred AI to build a trustful customer 
experience in retail62 are some examples of the many 
resources available that highlight the importance of diverse 
engagement, both internally and externally to the system.
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RESPONSIBLE AI PRINCIPLE 

Fairness

Throughout their lifecycle, AI systems should be inclusive 
and accessible, and should not involve or result in unfair 
discrimination against individuals, communities or groups.

Contextualise fairness

Consider what is fair 
in the context of the 
system’s impacts and 
who is affected.

DIRECTLY APPLICABLE TO: 
senior directors, system owners

Measure fairness

Quantify fairness 
concerns to promote 
effective oversight and 
mitigation.

DIRECTLY APPLICABLE TO: 
system owners, development team

Mitigate unfair impacts

Reduce the risk of the 
system introducing, 
perpetuating or 
amplifying societal 
inequalities.

DIRECTLY APPLICABLE TO: 
system owners, development team
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4 Fairness

Throughout their lifecycle, AI systems should be inclusive and accessible, 
and should not involve or result in unfair discrimination against individuals, 
communities or groups.

When a system’s decisions have human, societal or 
environmental impacts, some people may miss out on their 
share of the benefits, or disproportionately bear the harms. 
Unfair impacts can arise from historical disadvantage 
or discrimination reflected in the data63 64, systematic 
bias in how the data was curated or recorded65, or how 
the AI components of the system were specified.66 67 
Educational materials such as interactives explaining the 
concept of algorithmic fairness may be helpful for readers 
who are not familiar with the common measures of fairness 
and their interpretations.68

Fairness problems tend to be accidental, and 
a system’s operators are usually unaware of 
them. In this section, we provide a series of 
resources to effectively address fairness by:

1. contextualising fairness to the 
system’s operational use-case

2. defining how to measure and 
monitor fairness using data 

3. adopting mitigation strategies to improve 
the fairness metrics in conjunction with 
other relevant system metrics.

4.1 Contextualise fairness

DIRECTLY APPLICABLE TO: senior directors, 
system owners

While it is broadly accepted that fairness is important, 
what constitutes fair outcomes or fair treatment is open 
to interpretation and highly contextual. What constitutes 
a fair outcome can depend on the harms and benefits of 
the system as well as one’s own internal value system. It is 
the role of the system owner to consult relevant domain 
experts, affected parties and system stakeholders to 
determine how to contextualise fairness to their AI use-case, 
informed by foundational guidance and organisational 
values set out by the senior directors of their organisation.

Resources for contextualising fairness
• Tools for eliciting impacts including Diverse Voices11, 

The Ethics Canvas12, Ethical OS Toolkit15, Microsoft’s 
Judgment Call13 and the algorithmic impact assessments 
discussed in Section 2 also examine how individuals 
and groups might be disparately impacted.

• Microsoft’s AI Fairness Checklist69 provides key 
points of consideration for the system owner 
and development team through the system 
lifecycle (where most contextualisation occurs 
in the ‘Envision’ and ‘Define’ phases).

• FEAT Fairness Principles Assessment Methodology 
(Monetary Authority of Singapore’s Veritas consortium)7 
poses questions to system owners to guide them 
through the process of contextualising fairness and 
specifying associated measures and controls.

• Using AI to make decisions: Addressing the problem of 
algorithmic bias (Australian Human Rights Commission)45 
explains how inequality makes its way into algorithmic 
decisions in terms of societal, data, and algorithmic 
contributions and identifies types of mitigations (see 4.3).
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4.2 Measure fairness

DIRECTLY APPLICABLE TO: system owners, 
development team

Quantifying fairness is an important step in enabling an 
AI to minimise disparate impacts. A wide range of metrics 
have been developed by the Responsible AI community 
to address various concepts of fairness. Faced with 
a catalogue of off-the-shelf options, AI practitioners 
generally have two options (and may apply both):

• evaluate many metrics, to decide whether 
they reveal problems with the system; or

• specify metrics to measure identified harms.

The former provides a safety net when system 
owners are uncertain which to focus on. For example, 
automatic assessments such as the Aequitas Bias and 
Fairness Audit Toolkit70 can be leveraged to provide a 
digestible summary of standard metrics and explain 
why they might indicate a problem with the system.

The latter provides a more focussed approach where 
the system can be specifically designed to measure 
and mitigate relevant harms through its lifecycle. 
Resources for this approach need to assist users in 
specifying fairness measures that adequately capture 
their intent with relation to the identified harms. 

Resources for choosing fairness metrics
Metric selection trees (such as the Fairness Compass71 
or Fairness Tree from the Aequitas Bias and 
Fairness Audit Toolkit) guide the user through a 
sequence of targeted questions about their AI use 
case to arrive at a suggested metric. However, the 
approach must be exercised with caution:

• The wording of these tools is necessarily precise, 
but may be difficult for a non-technical 
user to contextually interpret.

• The procedural nature can make a decision seem 
clear-cut, but in practice different perspectives will often 
lead to different metrics. It may be beneficial to apply 
a tool multiple times focussing on different concerns.

• The process may not adequately capture the 
reasoning behind a decision. For example, if trusted 
ground truth is not available, the Fairness Compass 
directs users to demographic parity not because 
it necessarily encodes their intent, but because 
it is the only metric supported by the data.

A more flexible and open-ended approach, on the 
other hand, is for system owners to engage with the 
system developers to translate their intent into metrics. 
Although documentation around metrics uses precise, 
technical-sounding language, it is essential that 
system owners aim to fully understand their metrics, 
and are aware of what is lost in translation when a 
fairness concept is represented by a measurement. 
For example, the FairLearn User Guide72 warns of:

• solutionism: assuming the best 
solution is a technological one

• formalism: focusing on measurable aspects of fairness 
that don’t fully capture the nuance of the problem

• framing: where the scope of the impact 
considered is too narrow.

In terms of familiarisation with the academic debates 
around fairness, the FairLearn User Guide debates two 
commonly-adopted fairness metrics: demographic 
parity and equalised odds. Along similar lines, a What-If 
Tool blog post provides perspectives from 5 fictitious 
experts exploring the key differences of 5 different 
fairness metrics.73 In terms of choosing metrics, 
we identify a number of remaining challenges:

• The rapid growth of this field has led to inconsistent 
motivations, terminology and notation, 
which makes cataloguing and comparing resources 
difficult, as addressed in a recent review.74

• Most guidance is concerned with classification tasks, 
while systems that utilise clustering, recommender 
engines or even regression models are under-served.

• Approaches to quantifying ethical issues such 
as language bias are still maturing.

Resources for evaluating fairness metrics
There exists a plethora of toolkits to evaluate 
commonly-used fairness metrics. When deciding which tool 
to employ, key considerations include whether a toolkit: 

• evaluates the desired metrics

• offers mitigation techniques targeting 
the desired metrics

• is interoperable with existing 
workflows and data structures

• provides adequate guidance around 
selecting and interpreting metrics.
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For systems developed in Python’s de-facto data science 
software stack75, the dominant offerings in this space are 
AI Fairness 360 (AIF360)76 and FairLearn. These are software 
libraries with flexible and comprehensive functionality:

• AIF360 has the larger catalogue of state-of-the-art 
metrics and mitigations, but demands a high 
level of expertise to effectively use them.

• FairLearn’s documentation provides clear standalone 
guidance about which methods are appropriate for 
various tasks and their limitations, while AIF360 
users are often pointed to academic literature 
to understand a given method’s purpose.

• Although their functionality overlaps significantly, 
Fairlearn includes regression fairness metrics, 
while AIF360 supports multi-class classification 
and individual fairness metrics. 

• Both tools are open source, accept code contributions 
from the community, and support their users in the 
form of tutorials and community spaces (Slack for the 
AIF360 community77, and Discord for Fairlearn78).

• AIF360 offers R support, in addition to Python.

Developers in environments other than Python or 
R may face an interoperability barrier requiring 
them to export data in order to analyse it. 
An exception to this pattern is machine learning 
platforms that bundle RAI functionality such as:

• Amazon SageMaker (SageMaker) Clarify79, 
which offers functionality to evaluate and monitor 
group fairness and model reliability within the 
SageMaker cloud machine learning platform.

• Microsoft Responsible AI Scorecard80, which generates 
model reports from Azure Machine Learning 
studio containing group-level error distributions, 
along with model feature importance plots.

• Salesforce Einstein Discovery81, which enables users to 
declare certain data variables as protected attributes, 
check for correlations with other variables and 
observe differences in outcomes between groups.

However, these tools are less flexible and 
comprehensive than the AIF360 or Fairlearn libraries. 
Users looking for a more interactive (and somewhat 
more technical) experience may consider:

• Google’s What-If Tool82 can be used to explore 
the effect of changing data or model parameters. 
The What-If Tool can be used with Tensorboard 
or via the Tensorflow (Python) library.

• The Aequitas Bias and Fairness Audit tool provides 
automated assessment of a system against a 
range of standard measures. This tool is not tied 
to a specific workflow, but involves importing 
CSV format into a web interface (the service can 
be hosted locally to avoid sharing data). 

A comprehensive review of these and many other resources 
can be found in Landscape and Gaps in Open Source 
Fairness Toolkits83 and CSIRO’s Responsible AI Pattern 
Catalogue84. While the community is doing a commendable 
job of supporting practitioners, it is important to be 
aware of the limitations of available resources:

• Most resources focus on group fairness, which compares 
average outcomes or performance across groups, 
such as across gender, races, or socio-economic statuses. 
Resources largely ignore fairness on an individual level, 
which is concerned with whether people with similar 
attributes receive the same outcomes. This is likely due 
to the philosophical and technical challenges posed 
when comparing individuals without abstracting to a 
few characteristics. AIF360 is the exception, offering 
rudimentary individual fairness inequality metrics.

• Standard fairness metrics examine actions or 
errors, and rarely account for long-term impacts. 
For example, lowering the credit-score cutoff for a 
disadvantaged group to attain a loan — to provide 
them with the same access to the product as the 
general population — may result in a high default 
rate that ultimately harms them in the long term.

• Evaluating group fairness metrics requires the use of 
individual-level protected attribute data. This data 
may not be available, and even if it is, collecting 
or retaining information against certain protected 
attributes may pose unacceptable legal, privacy 
or reputational risk. In lieu of recording protected 
attributes, inferring them also poses its own set of risks.

• Fairness metrics that examine errors require 
trusted ground truth of the “correct” decision. 
If this ground truth reflects extrinsic fairness 
problems, the metrics will be blind to them.
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4.3 Mitigate unfair impacts

DIRECTLY APPLICABLE TO: system owners, 
development team

If a system’s fairness performance is of concern, 
the owner may use various approaches to reduce 
the risk of the system introducing, perpetuating 
or amplifying societal inequalities.

Outright withdrawing the system from service may 
be an option, but may itself be harmful and generate 
unfair ethical impacts, especially if the system 
was performing a beneficial or essential role.

Intuitive safeguards — such as withholding protected 
attributes such as gender from the system — offer false 
security, and may even exacerbate an existing problem.85

A more flexible and effective approach is for the system 
owners to ask the development team to apply one of the 
mitigation strategies below during the system’s design and 
development, and work with them to strike a deliberate 
balance between the system’s ethical and business 
objectives that achieves acceptable performance for both.

Resources for improving system fairness
Fairness mitigation tools generally fall into three categories:

• dataset pre-processing: the dataset is transformed to 
reduce correlations between protected attributes and 
the attribute that the system is trying to estimate. If the 
same dataset is used in multiple applications, this may be 
an efficient way to improve fairness across all of them, 
provided they have compatible fairness requirements.

• algorithmic in-processing: the model is trained 
to optimise a fairness metric as well as other 
performance metrics such as accuracy. This type of 
mitigation specifically requires a training process 
where the learning objective can be modified. 
A popular approach for neural networks is 
adversarial learning with fairness objectives.86 

• decision post-processing: the decisions (which are 
based on model predictions) are adjusted to improve 
the fairness metric. This approach is straightforward to 
implement, although it usually requires the system to 
collect protected attributes to use in its decision process. 
This approach closely aligns with positive discrimination, 
a practice that may be controversial in some settings. 

Resources that provide these algorithmic 
mitigations include:

• FairLearn, which provides 6 strategies covering a 
range of pre-processing, post and in-processing 
approaches. The user guide documentation offers 
clear information about which techniques are 
compatible with classification or regression, and which 
fairness metrics they can target for improvement. 

• AIF360, which includes 10 state-of-the-art 
mitigation strategies from academic publications. 
However, the toolkit offers little clarity about what 
they do or how to choose between them, so there 
may be a difficult learning curve in determining 
which tools are appropriate and effective. 

• The scikit-lego Fairness module87 (whilst small) 
contains scikit-learn compatible models with equal 
opportunity or demographic parity constraints.

• Google’s What-If Tool allows the user to tune decision 
thresholds interactively as a form of post-processing.
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An AI practitioner may face challenges 
in leveraging these resources:

• Teams using off-the-shelf models have limited mitigation 
options if the vendor has already committed to the 
algorithm’s design or training data. If system owners 
are not able to bring their own data, measures and 
objectives to the engagement, they may still be able 
to apply post-processing mitigations, provided that 
the vendor’s model provides confidence scores.

• Some tools require information about the users’ 
protected attributes to function. This may violate existing 
user agreements relating to data use and data privacy.

• A task has to be framed in terms of classification 
or regression to apply these approaches.

• Approaches for moderating generative outputs are 
still evolving. The key challenge is developing methods 
for flexible and reliable automated moderation.

• Toolkits don’t have mitigations to target every metric 
they can measure (although addressing supported 
measures may indirectly improve an unsupported metric). 

• Prioritising a given fairness objective will necessarily 
de-prioritise other objectives. (Balancing competing 
objectives is a challenge discussed in Section 2). 

Guidelines on algorithmic bias from the Australian Human 
Rights Commission88 decompose algorithmic bias into 
extrinsic, data and algorithmic components, and use 
this decomposition to derive a taxonomy of potential 
mitigations. This points to other mitigation strategies:

• Developers can explore how to acquire or record 
more appropriate data for datasets that are 
outdated, contain insufficient relevant information 
or under-represent some individuals, which can 
lead to inaccurate outcomes in an AI system.

• Some fairness problems can be mitigated by rethinking 
how the target is defined, since machine learning 
tasks usually specify a predictive target to quantify 
abstract concepts like profitability, creditworthiness 
or job suitability. The degree to which the target 
is an accurate representation of the true concept 
may differ across groups and circumstances.

19



RESPONSIBLE AI PRINCIPLE 

Privacy protection and security

Throughout their lifecycle, AI systems should respect 
and uphold privacy rights and data protection, 
and ensure the security of data.

Consult privacy 
and security 
experts

Ensure 
established legal 
and technical 
practices are 
applied.

DIRECTLY APPLICABLE TO: 
senior directors, system 
owners

Guard against 
attacks

Ensure that 
malicious 
actors cannot 
manipulate or 
compromise 
the system or 
its data.

DIRECTLY APPLICABLE TO: 
development team

Minimise the 
collection 
of personal 
information

Only use the 
most relevant 
data records 
and attributes 
to reduce risk of 
privacy exposure.

DIRECTLY APPLICABLE TO: 
system owners, 
development team

Consider 
using privacy 
preserving 
models

Use algorithms 
that minimise 
privacy exposure 
by design.

DIRECTLY APPLICABLE TO: 
development team
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5 Privacy protection 
and security

Throughout their lifecycle, AI systems should respect and uphold privacy rights and 
data protection, and ensure the security of data.

Privacy protection and security are essential 
considerations for any business that uses data about 
its customers, employees or community, whether the 
dataset is ingested by an AI system or used for any other 
business process. Furthermore, a business that fails 
to meet its privacy and security obligations may incur 
significant reputational damage and face legal penalties. 

It is important to recognise that privacy and security 
are two distinct yet interconnected fields of expertise 
(for instance, a security breach that leaks personal 
information is also a privacy breach). A widely accepted 
model of security (in the context of information security) 
is the confidentiality, integrity, availability triad:89

• Confidentiality is related to protection 
against unauthorised access of data.

• Integrity is related to protection against data 
being tampered with or manipulated.

• Availability is related to protection against 
data or systems being inaccessible.

Privacy, on the other hand, is related to appropriate use 
of data in terms of when it is used, for what purpose 
and with what permissions.90 When a system utilises 
algorithms and personal data, it may be subject to specific 
legal requirements such as data protection acts.91 92 93 

A key resource for organisations to address privacy 
risk and security risk is consultation with specialists in 
each field. This section will also discuss a limited set 
of practices that are particularly relevant to AI design 
and implementation, and might be included within 
a broader set of organisational security and privacy 
practices. These relate to guarding an AI system against 
attacks and designing its data processing in a way that 
can reduce harm in the event of compromised security. 
Assessment templates, such as those provided in AI Privacy 
36094, may also help the system owner to document 
and prioritise their system’s risks and mitigations.

5.1 Consult privacy 
and security experts

DIRECTLY APPLICABLE TO: senior directors, 
system owners

Unlike the other Responsible AI principles, privacy and 
security are both fields of expertise with established 
legal and technical practices beyond the scope of 
this report. Security and privacy experts can be 
engaged to provide a range of resources such as 
reviews, assessments, advice and training.95 96

Australian organisations should take note that Australian 
privacy laws are currently under reform. In their 
Privacy Act Review Report,97 the Australian Government 
Attorney-General’s Department put forward 116 
proposals, many of which are relevant to organisations 
using AI. Examples include new data subject rights, 
new requirements around the use of personal information 
for automated decision-making and increased powers 
for regulators overseeing and enforcing the Privacy Act. 
These proposals — and the feedback received on them 
— are expected to shape future legislation. To find 
out more about this reform, commentary from legal 
experts could provide a valuable resource.98 99 100 101
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5.2 Guard against attacks

DIRECTLY APPLICABLE TO: development team

An AI system can be vulnerable to attacks from 
malicious actors, either through the design of the 
system, or through compromised security of its data 
or execution environment. Guarding against these 
attacks helps towards protecting the confidentiality, 
integrity and availability of the system and its data. 

The level of exposure to attack depends on 
multiple human and IT security factors:

• If detailed knowledge about the algorithm and 
its parameters is disclosed or stolen, attacks can 
be devised to specifically target the intricacies of 
how the model works (white-box attacks).

• If the interface allows attackers to probe the model 
with strategically constructed inputs, this exposes the 
system to attacks that can infer the model’s training data, 
estimate how the model works, and/or search for inputs 
to manipulate it from examining the inputs and outputs 
only (black-box attacks).

• If the integrity of the data the model is trained on is 
compromised, then an AI system can be manipulated 
to learn incorrect or compromised behaviours.

In order to defend against these types of attack, 
system developers can consider using adversarial 
robustness tools to investigate the resilience of their 
models. For example, the Adversarial Robustness 
Toolbox 360102 (art360) provides guidance and 
categorises potential attacks into 4 categories:

• evasion: applying small changes to an input 
in order to manipulate the output without 
appearing obviously anomalous

• poisoning: corrupting the training data to 
degrade performance or manipulate model 
outputs to achieve a desired goal

• inference: querying a model to reconstruct its 
training data. This may open the model up to further 
attack, and may also constitute a breach of privacy

• model extraction: probing the model to infer how 
it works in order to learn how to compromise it. 

The art360 toolbox provides Python functionality to 
evaluate and defend models against the above threats. 
This tool can be plugged into various machine-learning 
frameworks and data modalities (such as images, 
tables, audio and video). An alternative offering is the 

MIT Responsible AI Toolbox103, which more narrowly 
examines Torch models using the adversarial perturbations 
technique (that would primarily test evasion attacks).

System developers and system owners should 
consult with legal teams before proceeding with 
some of these protections because they may 
implicate the company in greater risk by exposing 
or manipulating company data or models.

It is also important to recognise that the people interacting 
with the system may not always have good intentions. 
When a model is trained on operational data, there is a risk 
that it may learn undesirable behaviours from the real (but 
inappropriate) way that some of the users choose to interact 
with the system. For example, a chatbot may learn offensive 
word choices from its previous user interactions.104 On a 
related note, online communities of enthusiasts and 
researchers have been demonstrating the effectiveness of 
“jailbreak” prompts, inputs that confuse a conversational AI 
such as ChatGPT or Bing AI into disregarding certain ethical 
or operational constraints imposed by its designers.105

Monitoring strategies for model and training data 
integrity (see Section 6) may sometimes provide early 
detection when a system is being attacked. Tools such 
as SageMaker Model Monitor106 can alert users when 
there are deviations in model performance or changes 
in feature attribution that could be symptomatic of 
attacks. When monitoring anomalous behaviours, it is 
also important to ensure that adequate record-keeping 
is in place to ensure problems can be diagnosed, 
as discussed in Section 7. A potential gap in the resources 
here is readily available tools or models designed to 
detect and defend against black-box attack patterns, 
although there is active research into the topic.107 108
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5.3 Minimise the collection 
of personal information

DIRECTLY APPLICABLE TO: system owners, 
development team

When building an AI system it is important for the 
system owners to carefully consider (and justify) the 
data records and data attributes that are employed 
by the model. This relates to the principle of ‘data 
minimisation’ introduced by the EU General Data 
Protection Regulation (GDPR), which states that the 
use of personal information shall be limited to what is 
directly relevant and necessary to accomplish a specified 
purpose.109 Limiting a system to only use the most relevant 
data records and attributes mitigates the risk of harm 
if the confidentiality of that dataset is compromised.

There also exist various tools for the development 
team. If a model has already been trained on a rich 
dataset, AI Privacy 360 provides a tool to trim down 
the input feature set in a performance-degradation 
aware manner, by either suppressing features entirely, 
or replacing them with less precise values (such as age 
ranges). Removing attributes requires the owner to 
forgo some performance, but the tool helps the user 
to balance privacy and performance deliberately. 

It is important to note that removing protected attributes 
from a system’s data may pose challenges when it 
comes to measuring or mitigating unfair decisions. 
However, we point out that it may be feasible to collect and 
use a supporting dataset that has appropriate permissions 
and compensation to the participants specifically for 
the purpose of evaluating fairness measures, even if 
the model itself does not ingest protected attributes.

Anonymising details such as names and addresses in a 
dataset can reduce the risk of having individuals in the 
records identified. This can be done manually for tabular 
data (by deleting columns), but this can be arduous 
for non-tabular data. For an algorithmic approach, 
Microsoft Presidio110 offers a range of smart heuristics to 
automatically detect and scrub personally-identifiable 
information (PII) from text and image data.

5.4 Consider using privacy 
preserving models

DIRECTLY APPLICABLE TO: development team

A system can be designed in a way that makes it difficult 
to extract individual-level records from the model even if a 
bad actor can probe the model or has detailed knowledge 
of its parameters. This reduces the risk of privacy exposure.

A simple design approach (which may be applicable in 
limited settings) is to train the model on aggregated 
or synthetic data. System designers may also draw 
upon the algorithmic approach of differential privacy. 
Differential privacy is a technique to make it difficult to 
back out individual-level records from a model. This is 
achieved by adding noise, which typically comes at a 
cost to model performance. Toolkits with differential 
privacy functionality include AIP360, Microsoft 
Smartnoise111, and Google Tensorflow Privacy112. 

Machine learning systems can also be designed so that 
an ‘honest but curious’ developer or collaborator does 
not glean private information from the data even while 
actively developing the system’s models. This concern also 
applies to AI services, where the organisation may want to 
avoid sending input data to a third party for processing.

Homomorphic encryption applies analytics to encrypted 
data without decrypting it first, which may be appropriate if 
the dataset is highly sensitive. Tools with this functionality 
include Microsoft SEAL113 and AI Privacy 360. However, 
the range of analyses that can be computed on encrypted 
data may limit the choice of models and algorithms.

If multiple parties are cooperating to develop models 
it is not necessary to explicitly share the data in order 
to benefit from each other’s information. Developers 
might instead take a federated learning approach to 
share model information updates. Supporting tools 
in this space include Google Tensorflow Federated114, 
Microsoft Azure Confidential Computing115 (multi-party 
analytics) and Crypten’s multi-party compute tools116. 
However, it should be noted that while this approach 
circumvents the need for raw data to be shared, 
it is still possible for a bad actor to extract private 
information from their counterpart’s updates.
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RESPONSIBLE AI PRINCIPLE 

Reliability and safety

Throughout their lifecycle, AI systems should reliably 
operate in accordance with their intended purpose.

Curate datasets

Ensure high quality data 
to promote high quality 
model outputs.

DIRECTLY APPLICABLE TO: 
system owners, development team

Conduct pilot studies

Test the assumptions of 
the system at a limited 
scale to reduce exposure 
to unforeseen impacts.

DIRECTLY APPLICABLE TO: 
system owners, development team

Monitor and evaluate  
continuously

Oversee performance 
against both business 
and ethical objectives 
to ensure the system is 
operating as intended.

DIRECTLY APPLICABLE TO: 
system owners, development team
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6 Reliability and safety

Throughout their lifecycle, AI systems should reliably operate in accordance with 
their intended purpose.

The reliability and safety principle calls for businesses to 
ensure that the operation of a given AI system aligns with 
its intended purpose throughout its lifecycle, under both 
normal and unexpected conditions. Reliability relates 
to the ability of an AI system to consistently perform its 
intended function without unexpected or unacceptable 
errors or failures. Safety, on the other hand, refers to 
the ability of an AI system to operate without posing an 
unexpected or unacceptable threat to the well-being of 
people, society or the environment. Many engineering 
and data science practices employ rigour to improve the 
reliability and safety of AI systems. Here we focus on a 
limited subset particularly important for Responsible AI:

• curate datasets to train and validate models 
on accurate, representative data

• conduct pilot studies to evaluate an AI 
system in a carefully controlled environment 
to discover problems, iterate and scale

• monitor and evaluate continuously the system’s 
data, models and performance to ensure AI 
systems are operating safely and reliably.

These practices are essential for controlling 
unintended negative impacts and ensuring that 
intended positive impacts are realised.

6.1 Curate datasets

DIRECTLY APPLICABLE TO: system owners, 
development team

The quality of the model’s outputs is driven by the 
quality of its data. As such, data curation forms the 
backbone of reliability and safety in any AI model. Data 
curation encompasses the processes associated with the 
creation, management, use and maintenance of datasets. 
These datasets are used to inform design decisions, 
train models, validate the expected performance of a 
system and ultimately to determine whether a system is 
ready to progress to the next phases of the lifecycle. 

As data curation requires deep technical knowledge, 
developers or data custodians are typically responsible for 
implementation, while system owners are responsible for 
overseeing decisions about data cleaning and exploration 

tools since those could create legal / reputational 
risk depending on how they are done. The following 
should be considered when developing a system. 

• Failure to understand how and for what purpose 
historical data were collected, or how the historical 
data’s context differs from the new deployment 
context, may violate modelling assumptions and may 
create legal risk. Tools such as Microsoft’s Aether Data 
Documentation Template117 suggest which metadata 
should be recorded to enable informed decisions about 
whether the datasets are fit for the envisioned purpose.

• Cleaning data and imputing missing attributes can 
help improve a model’s performance, although both 
actions typically require assumptions that need 
to be validated and justified. OpenRefine118 is an 
open source data tool to transform data and ensure 
that it is cleanly structured. Various cloud based 
platforms bundle data management tools such as 
SageMaker Data Wrangler (a visual interface for 
preparing data).119 IBM InfoSphere QualityStage offers 
capabilities to cleanse and manage data (with more 
than 200 built in data quality detection rules).120

• Model evaluation requires data that is representative 
of the deployment use-case. This can be challenging 
when AI systems are typically developed using data 
produced by an operational system, rather than an 
ideal (random) sample. Open source data exploration 
tools such as Pandas Profiling121 and DataPrep122 can help 
data scientists understand the characteristics of the 
cohorts represented in the validation data through a 
coding-free (albeit technical) web interface. Deviations 
in data distribution post-deployment should be cause 
for concern, and can be monitored (see below). 

• Datasets can be evaluated (and modified) to address 
fairness objectives. See Section 4 for further details.

• When using powerful and flexible models such as 
deep neural networks, it can be more effective for the 
development team to allocate resources to developing 
the quantity and quality of data available than to 
improving the algorithm itself. Here, Data-centric AI 
is a growing movement that shifts the engineering 
focus of AI systems from the design of the algorithm 
to the curation of the data.123 The movement aims to 
establish tooling, best practices and infrastructure 
for managing the data used by AI systems.124 
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6.2 Conduct pilot studies

DIRECTLY APPLICABLE TO: system owners, 
development team

Pilot studies play an important role in the development 
of Responsible AI, as they are used to identify any issues 
or problems with a system before it is deployed more 
widely, and therefore can help to ensure that a system 
is safe, reliable and effective as it enters production. 

In the context of Responsible AI, pilot studies take the 
form of limited-scale tests that are conducted in order to 
evaluate a system’s performance and assess its potential 
impacts. Because individuals within a pilot program are still 
vulnerable to harm, appropriate safeguards should be put 
in place to protect them from risks of significant impact. 

Various resources provide guidance on how to 
transition from pilot studies to a production 
scale deployment.125 There are several important 
considerations to keep in mind during this process:

• Data quantity will typically increase, but it is 
also important to ensure the new dataset is 
of high quality, has representative sampling 
coverage, and is labelled accurately.

• Infrastructure and maintenance 
requirements may grow and change.

• Transparency measures in deployment may differ 
from the pilot (for example, trial participants may 
be compensated volunteers who sign a waiver).

• Model performance will need to be closely monitored 
(see Section 6.3 below) and any necessary revisions 
such as re-training or re-configuring should be made.

• Discovery of negative impacts may lead to 
additional objectives and metrics being 
introduced into the system specification.

The field of Machine Learning Model Operationalization 
Management (MLOps) is bridging the gap between 
data scientists and operations professionals in terms 
of applying engineering practices from software 
development including agile development, automated 
testing, release cycles and continuous integration 
to data science and machine learning systems in 
order to address some of these challenges.126 127

6.3 Monitor and evaluate 
continuously

DIRECTLY APPLICABLE TO: system owners, 
development team

Conditions change over time which might invalidate 
the system’s underlying assumptions, so monitoring 
an AI system’s operation is an essential practice to 
ensure that it operates safely, reliably and effectively. 
It is essential that the development team measure 
and report metrics such as system performance 
(including ethical performance), and this is overseen 
by the system owners. As such, various best-practice 
guidelines have been published on the topic. 128 129 

Monitoring can help detect a wide range 
of issues that impact the reliability of the 
system, including but not limited to:

• dataset shift: changes in the characteristics 
of the cohort using the system

• adversarial attacks: malicious actors attempting 
to exploit system vulnerabilities

• underperforming system infrastructure: 
high latency or failures due to insufficient 
computational resources or configuration problems.

• data outliers: input data points that differs 
significantly from what is being modelled

• concept drift: a change in the relationship between 
the input data and the feature being predicted

Many vendors are now competing to offer monitoring 
tools, and an exhaustive review of every product is 
out of scope. Some of the tools form components of 
a larger data science platform such as TensorBoard130, 
the standard dashboard for Tensorflow projects, 
and SageMaker Model Monitor131, which is part of the 
SageMaker platform. Others are stand-alone tools that 
may be deployed as either software or services.132 

TensorBoard is notionally focused on model training 
and validation, but is highly extensible and also 
provides introspection functionality such as tracing 
and visualising deep neural networks for workflows 
developed in Python and Tensorflow. SageMaker Model 
Monitor is designed for in-production monitoring of 
models developed for the SageMaker platform, where 
it supports automated alerts when there are deviations 
in data or model quality, heuristics to monitor bias in 
a model’s predictions or its feature attributions.
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Prometheus is a popular open-source solution for logging 
time series data such as system metrics.133 Metrics are 
logged to a server from within a system’s code (with 
bindings provided in many languages including Python 
and R). This makes the approach platform agnostic, 
but does require developers to use other tools to 
compute their metrics. The logged metrics can then 
be ingested by extensible web-interface dashboards, 
for which Grafana is a popular open-source solution, 
providing a configurable interface with plugins, 
visualisation, alerts and reports, where commercial 
services are offered for managed cloud deployments.134

Key capabilities to consider when choosing 
a monitoring tool include:

• monitoring performance in production

– Many tools support a range of standard metrics 
out of the box such as accuracy and precision, 
but in a Responsible AI setting it is important to 
also oversee ethical measures such as fairness. 

– Many tools are extensible to support custom 
metrics (or even offer an API to log arbitrary 
metrics from the model workflow)

• monitoring for problems that impact the 
reliability of the system (see above)

• alert delivery if a system falls below minimum baseline 
performance levels or a potential problem is flagged 
(many support real-time notification integrations with 
SMS or Slack for an on-call engineer, or integration 
to continuous integration pipelines for example)

• error traceability and explainability 
interfaces (see Section 7)

• experimentation, tracking metrics of different model 
variants to support A/B testing or feature canaries.

It is also important to consider usability factors, and 
their compliance implications for the business, such as:

• how the user accesses the tool: Many tools provide a 
Web UI, a REST API (implying the user might develop 
their own interfaces) or a console based tool (which 
may be more suitable for developers). Many provide 
graph visualisations, although this doesn’t get around 
the need for the person responsible for oversight to 
have a deep understanding of what the metrics mean.

• interoperability with development environments: 
The product may be delivered as a commercial software 
package, open-source software, or a managed cloud 
service. Consider whether the tool transfers data to 
an external server (and whether this is acceptable).

A subtle problem that monitoring and metric 
evaluation tools tend to overlook is the effect of 
sample size. For example, fairness metrics computed 
over fine-grained groups may have insufficient data 
to draw statistically significant conclusions. 

In addition to ongoing monitoring, rigorous 
periodic audits or algorithmic impact assessments 
of in-production AI systems can provide a deeper 
understanding of any potential issues with its 
performance and design, and ensure the system is 
up-to-date with evolving extrinsic requirements.135 
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RESPONSIBLE AI PRINCIPLE 

Transparency and explainability

There should be transparency and responsible disclosure 
so people can understand when they are being 
significantly impacted by AI, and can find out when 
an AI system is engaging with them.

Make appropriate  
disclosures 

Inform users of an AI’s 
operation to build trust 
and empower them to 
make effective decisions.

DIRECTLY APPLICABLE TO: 
system owners

Enable external 
scrutiny

Promote deliberate 
reflection within the 
development team 
and incentivise rigour 
through external scrutiny.

DIRECTLY APPLICABLE TO:  
system owners, development team

Offer appropriate  
explanations

Help stakeholders 
understand the system’s 
decision process to 
build trust and uncover 
problems.

DIRECTLY APPLICABLE TO:  
development team
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7 Transparency and explainability

There should be transparency and responsible disclosure so people can understand 
when they are being significantly impacted by AI, and can find out when an AI 
system is engaging with them.

Under this principle, transparency relates to 
sharing relevant information about the use of 
an AI system, while explainability relates to 
enabling stakeholders to understand how the 
outcome of an AI system was arrived at. 

The level of transparency and explainability that is 
appropriate for a system is highly dependent on the context 
in which that system operates. Determining if or what to 
disclose, and who to address that disclosure to, requires 
human judgement to balance the benefits against the risks.

Promoting transparency and explainability 
offers a number of key benefits:

• It is fundamental to establishing trust.

• It enables external parties to identify 
issues with the system.

• It establishes accountability for system owners 
and incentivises the developers to act in a 
manner that can withstand public scrutiny.

• It helps set appropriate expectations 
around the capabilities of the system

• It may be required for compliance (e.g. with 
GDPR explainability requirements).

On the other hand, risks of inappropriate or excessive 
transparency and explainability include:

• privacy and security risks

• exposure to malicious actors manipulating the system

• exposure to audience misinterpretation

• consumer fatigue or lack of engagement.

A stakeholder’s need for explainability depends on their 
individual preferences and their relationship to the system.

People the system makes decisions about should 
be aware that they are interacting with an AI system. 
They should also be informed about the use of their 
personal data, and in some contexts may expect an 
explanation for how the system determined their outcome, 
or suggestions for courses of action to change it.

People who act on the system’s advice should 
understand the limitations of the system to prevent 
misuse and ensure they are equipped to justify their 
decisions. These might be customers who use a product 
or service, or staff within the organisation that use 
the AI system as part of their decision process.

System owners and the development team gain insight 
to improve their systems by diagnosing erroneous 
outcomes. This is relevant to many roles, such as interface 
designers, data scientists, developers, testers and 
operators. Depending on their specific role, they may 
need to make judgements such as whether an AI model 
is appropriate for their use case, or whether the model’s 
outcomes align with its specified objectives. The system’s 
owners will need to manage the transparency trade-offs 
with their organisation’s other operational goals. 

External reviewers may observe the system’s impacts across 
various demographics. These reviewers may, for example, 
be regulators, assessors contracted by the organisation, 
independent auditors or academics. They may need 
to know the key system performance metrics so 
they can evaluate the success of the system against a 
benchmark, or may need to trace a particular outcome. 

The general public, especially individuals and groups 
impacted by the system, should be aware of the purpose 
behind the design of the system and the nature of its 
anticipated impact (including any public harms and 
benefits). See Section 2 for resources on recognising a 
diverse set of potential impacts and impacted stakeholders.

In this report, we address three overarching 
categories of practices to address transparency 
and explainability requirements:

• disclosing key information about the system

• documenting key information about the 
system to enable external scrutiny

• explaining the system appropriately 
to a range of audiences.
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7.1 Make appropriate disclosures

DIRECTLY APPLICABLE TO: system owners

When an AI system is engaging with people, informing 
users of an AI’s operation builds trust and empowers them 
to make informed decisions. Transparency for impacted 
individuals could be as simple as informing the user when 
they are interacting with an AI system. For example, 
Microsoft’s Responsible AI Standard8 requires disclosure 
whenever the system is impersonating an interaction with 
a human, such as when a chatbot greets a customer.

However, even when the user is fully aware they 
are interacting with an AI, they might still misuse 
its output if they do not understand the limitations. 
This risk can be elevated if a generative model 
produces sufficiently compelling content. For example, 
ChatGPT is known to hallucinate incorrect facts or 
even references, which a user might assume to be 
correct if they have not read the full disclaimers.

Depending on the context and use-case it may also 
be appropriate for system owners to publish relevant 
information pertaining to the purpose and limitations 
of the AI system. For systems whose impacts are 
considered more significant, providing additional details 
about the system can be a step towards establishing 
legitimacy and social licence. Industry practitioners 
are increasingly taking the measure of sharing 
relatively accessible details of their models publicly.

Algorithmic impact assessments are conducted internally to 
identify potential system harms (as outlined in Section 2), 
but a growing number of organisations are publishing 
their reports or encouraging the public to participate in 
the drafting process. Assembling Accountability: Algorithmic 
Impact Assessment for the Public Interest136 provides 
guidance around assessment of a system with public 
consultation and an independent assessor. This process 
can be arduous, so is typically used by organisations that 
place a heavy emphasis on public trust and accountability 
such as public bodies. For example, The Office of 
Qualifications and Examinations Regulation (Ofqual) in 
the UK conducted rounds of public consultation prior to 
the implementation of their examination grading and 
assessment algorithm in 2020 (although the system was 
ultimately determined to be not fit for purpose).137

AI system registers can help to establish clear visibility over 
which algorithmic systems are in use. Additional metadata 
recorded in the register can be designed to enable 
meaningful transparency for particular stakeholders. 
For example, the New Zealand Government has published a 
review138 of all their AI systems that interact with the public, 
disclosing the systems’ purposes as well as the checks and 
balances that are in place to manage their use. The draft 
EU AI Act (2021) proposes to mandate that organisations 
publish inventories of their AI systems and their associated 
risk mitigation measures going forwards.139 The local 
governments in the cities of Helsinki140 and Amsterdam141 
have released AI system registers describing relevant 
information to the public such as where and how the AI 
systems are used, what data and algorithms are employed, 
how the systems impact the lives of citizens as well as 
contact information for the systems’ development teams. 

7.2 Enable external scrutiny

DIRECTLY APPLICABLE TO: system owners, 
development team

Documentation is essential to support transparency. 
Internal users may need technical documentation to inform 
design decisions, while external reviewers may need 
documentation that is accessible to their specific domain 
of expertise (such as legal or regulatory compliance). 
The process of documenting can also help the development 
team to engage in deliberate reflection on the impact of 
the design decisions they make. In addition to the impact 
assessments and system registers mentioned above, several 
approaches are becoming popular with AI practitioners.

System fact sheets are analogous to the nutrition fact 
sheets that appear on food products at the supermarket. 
They are aimed at quickly informing those outside the 
immediate development team, such as the general 
public, users, procurers and auditors, about key aspects 
of the system. These sheets should, at a minimum, 
contain information about the system’s purpose, intended 
uses and limitations. Additional details often explore the 
system’s input data, its performance on validation sets 
and details of the assumptions that underpin the model. 
Google142, IBM143, and Microsoft144 have released their own 
templates, with worked examples. OpenAI published 
a system card to accompany the launch of GPT-4 large 
language model which discusses topics such as safety 
challenges, deployment preparations and next steps.145 
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Data factsheets summarise properties of the data used 
to train and evaluate the models, exploring the data’s 
quality, representativeness and the assumptions that 
guided the preprocessing phase. A key example is the 
Aether Data Documentation Template146, an evolution 
of the popular Datasheets for Datasets147 resource.

System decision registries are a practice employed across 
a wide range of industries to promote accountability 
and transparency.148 149 Decision registries provide 
a mechanism for teams to record key choices that 
were made during the development of the AI system, 
to identify who made them and to justify the rationale 
behind them. The registry can be invaluable for:

• ensuring continuity of knowledge as personnel 
change throughout the model lifecycle

• checking that the values implicit in the system 
align with that of the organisation

• clearly identifying who is responsible for a decision 
and incentivising them to make choices that are 
considered acceptable within the organisation.

7.3 Offer appropriate explanations

DIRECTLY APPLICABLE TO: development team

Explanations help stakeholders understand the system’s 
decision process to build trust in its decisions. 

This does not necessarily mean that stakeholders need to 
be able to interpret how the model works by examining 
the algorithm, or its parameters (nor should they be 
expected to). Interpretability and explainability mean 
subtly different things in the context of Responsible AI. 
Interpretability is the degree to which a human can 
understand the cause of a decision, or predict the model’s 
decision by examining the decision process.150 151 
An inherently interpretable model is necessarily low 
complexity such that a person can follow its workings, 
such as a linear model.

Explainability, on the other hand, relates to conveying an 
effective mental model of the system’s decision process 
to a stakeholder, even if they don’t fully understand the 
internal workings. This may involve simplifying the true 
decision process to capture the most relevant factors and 
derive generalisable insights. A challenge here is to ensure 
the explanation is audience appropriate, as stakeholders 
(including end users and consumers) will possess various 
levels of background knowledge and have differing goals. 
We note that many AI model explanation software tools 
have been developed for data scientists, while relatively few 
resources are suitable for other stakeholders. As such, the 
development team is primarily responsible for generating 
explanations to the system owner’s specifications. 

Criteria for explainability
Interpretable Machine Learning152 (which also discusses 
explainability) identifies multiple criteria for an explanation 
to be effective, including being contrastive (focusing on 
why one outcome was selected instead of another), 
selective (focusing on the most relevant contributing 
factors), consistent with the audience’s understanding 
of the application domain, and for the explanation 
to generalise to similar cases (so the explanation 
helps the audience predict what the model will do). 
Additional discussion can be found in the literature.153

Stakeholders may need to understand what data was 
used, how the model used this data, or why the system 
has arrived at a particular decision. For some inherently 
interpretable models (low complexity, with well understood 
parameters), explanation is relatively straightforward, 
as it is possible to interpret their parameters directly by:

• examining the weights in a linear model

• displaying the rules in a decision tree

• providing the neighbours in a nearest-neighbour model.

Notably, InterpretML154 provides a suite of inherently 
interpretable models for practitioners to use. In practice, 
however, many systems use complex models because of 
their higher performance potential. In this case, effective 
post-hoc explanations require a deliberate balance between 
detail (describing precisely what is going on in the model) 
and simplicity (limiting the complexity of the description). 
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Tools for explainability
Approaches are split into two camps in that they are either:

• global explanations, which apply broadly to the whole 
cohort, but aren’t necessarily accurate for every decision

• local explanations, which accurately describe a 
specific decision, but don’t necessarily generalise.

When deciding which is more appropriate, a practitioner 
might ask whether the stakeholders receiving the 
explanation are more interested in broadly “how” the 
model works (global), or specifically “why” the model has 
come to a particular decision (local). Most toolkits in this 
space offer a range of both local and global techniques.

Other tools are designed to extract insight from the internal 
workings of a specific complex model. Popular examples 
include random forest feature permutation analysis, and 
neural network interpretability analyses including:

• attribution approaches such as saliency maps to identify 
important inputs or intermediate representations, and

• feature reconstructions that reveal the learned 
purpose of internal representations.

Toolkits that specialise in neural network interpretations 
include Google’s Language Interpretability Tool155 (LIT), 
and Captum.156 Both (surprisingly given the former’s 
name) provide analyses for tabular, language and image 
data, or a combination of modalities, a key differentiator 
being that LIT wraps the dataset and model, while Captum 
integrates closely with a Torch workflow. For those using 
deep learning in cloud environments, SageMaker Clarify 
provides attribution methods for the SageMaker ML 
platform, while Google’s Explainable AI (xAI) connects 
Google’s ML services (AutoML Tables, Bigquery ML, 
Vertex AI) to their What-If Tool and LIT functionality.

On the other hand, model-agnostic methods can be 
applied to any model. These techniques require no 
knowledge of the underlying algorithm and its parameters. 
“Black box” feature importance is a ubiquitous example, 
attributing the degree to which particular input features 
are driving the model predictions. Many toolkits provide 
feature importance methods, including interpretML, 
aix360, SageMaker Clarify, Captum, with SHAP157 being 
a commonly supported attribution algorithm.

A view of how a particular feature drives the predictions can 
be provided by techniques such as partial dependence plots 
(PDP)158 or individual conditional expectation (ICE)159 plots. 
Alternatively, an interpretable model can approximate the 
decision process for the purposes of explanation: LIME160 
is a popular candidate. Notably, InterpretML and aix360, 
the two toolkits aimed at a Python / Scikit learn workflow, 
provide LIME analysis, while aix360, LIT, SageMaker Clarify 
and the What-If Tool provide partial dependence plots.

Example-based approaches, as opposed to feature-based 
approaches, work by presenting the audience with 
similar, contrasting or representative prototype data. 
Contrastive approaches may highlight minimally sufficient 
features and critically absent features. Counterfactual 
approaches try to explain why the actual outcome was 
chosen instead of an alternative, by creating a slightly 
modified version of the input which results in a different 
outcome, allowing “what if” type questions to be answered. 
Data explorers and visualisation tools are a digestible 
approach to using example-based explanations, allowing 
the user to examine both data and model outcomes over 
a cohort. The two main offerings in this space are the 
What-If Tool161 and Error Analysis162. A key differentiator here 
is that the What-If Tool is easily integrated into a Tensorflow 
workflow but operates on a static dataset (which may 
contain model predictions or scores), while Error Analysis 
can also be hooked up to any Python model for active 
querying – meaning it can create synthetic counterfactuals, 
or conduct black-box feature importance analysis.

7.4 Resource gaps and 
considerations
Although there are many resources available for addressing 
transparency and generating explanations of algorithmic 
decisions, some gaps remain in their coverage.

• Explainable AI tools are aimed almost 
exclusively at developers and as such demand 
a high degree of technical knowledge to 
operate and interpret their outputs.

• Explainable AI algorithms are not the only solution 
to improving system explainability. Explainability can 
also be addressed by designing effective explanation 
interfaces and understanding the psychology of 
explanations. The role of explanations may be informed 
by the level of trust users have in the system.
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• Objective measures of explanation quality are 
lacking. AI Explainability 360 outlines two proxies 
that can be used: faithfulness and monotonicity.163 
Alternatively, effectiveness might best be measured with 
audience-in-the-loop experiments such as measuring 
the audience’s ability to predict model behaviour.164

• We caution that feature importance 
explanations are commonly misleading:

– Importance means a model prediction is strongly 
influenced by the feature. Domain knowledge 
is required to decide why this might work, 
and whether it is a sensible feature to base a 
prediction on. However, machine learning often 
uses a rich combination of co-dependent features. 
If a seemingly “important” feature is removed, the 
importance often simply hops onto other features.

– Intervening on important model features may 
not have the intended real-world outcome. It may 
be that the feature drives the outcome, but it is 
equally possible it is driven by the outcome, or 
both are caused by common extrinsic factors.

• Generating personalised explanations that advise a 
person how to act (algorithmic recourse) is an open 
problem.165 Rather than explaining with the goal 
of audience understanding, recourse explanations 
need to be feasible and inform actions that have 
a beneficial outcome for the recipient. This places 
strong requirements on the explanation to:

– use audience-appropriate language or diagrams

– suggest actionable changes (for example, 
suggesting that someone establishes a 
credit history, rather than suggesting that 
someone change their age or ethnicity)

– factor in the side-effects of advice (for example 
advising someone to move to a higher 
paying job to get a loan may increase 
their salary, but reset their tenure).

• In many settings, such as education, the use 
of generative models may be prohibited or 
restricted. The publishers of the tool may be able 
to promote user compliance by introducing content 
watermarking, or providing tools that detect 
generated outputs,166 although such technologies 
are still emerging and users could potentially subvert 
them by making modifications to the content.
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RESPONSIBLE AI PRINCIPLE 

Contestability

When an AI system significantly impacts a person, 
community, group or environment, there should be 
a timely process to allow people to challenge the use 
or outcomes of the AI system.

Understand 
contestability 
obligations

Determine proportionate 
means for affected 
stakeholders to voice 
their objections.

DIRECTLY APPLICABLE TO: 
senior directors, system owners

Establish human 
review of contested 
decisions

Allow human decision 
makers to provide 
context and compassion 
that the system may lack.

DIRECTLY APPLICABLE TO: 
system owners

Support impacted 
individuals

Provide the means for 
an impacted individual 
to mount a successful 
contest.

DIRECTLY APPLICABLE TO: 
senior directors, system owners, 
development team
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8 Contestability

When an AI system significantly impacts a person, community, group or environment, 
there should be a timely process to allow people to challenge the use or outcomes 
of the AI system.

Providing efficient and accessible mechanisms to contest 
an AI system’s decisions can be important or even 
essential, especially when these decisions significantly 
impact vulnerable individuals and communities. 
Contestability helps to establish consumer trust and keep 
businesses accountable. Some publications even suggest 
it should be a fundamental democratic right.167 168 

This section points to resources businesses can 
use to address contestability and highlights 
current gaps in their coverage. We examine 
these grouped into four relevant practices:

• understanding contestability obligations, as not 
every use of AI warrants a contestability process

• establishing human review of contested decisions

• supporting impacted individuals to 
mount a successful contest.

8.1 Understand 
contestability obligations

DIRECTLY APPLICABLE TO: senior directors, 
system owners

Understanding contestability obligations is prerequisite to 
establishing proportionate means for impacted individuals 
to challenge decisions that affect them. One criterion 
for determining whether contestability is appropriate is 
the potential for significant impact. Australia’s Artificial 
Intelligence Ethics Framework states that contestability 
is required when an AI system significantly impacts a 
person, community, group or environment.1 Similarly, the 
GDPR’s Article 22(3) states that it is a person’s legal right 
to contest a decision they are significantly impacted by.169 
Deciding whether the impact is significant is a highly 
contextual decision that needs to be made by those 
accountable for the operation of the AI system, who 
should be prepared to justify the decision. The system 
owner must collaborate with specialists in the relevant 
domain and legal professionals to comprehensively 
ascertain the requirements for contestability.
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8.2 Establish human review 
of contested decisions

DIRECTLY APPLICABLE TO: system owners

Having a human decision maker review contested decisions 
allows them to bring in context and compassion that the 
system may lack. Ultimately, the decision to uphold or 
overturn an algorithmic decision must fall to a responsible 
human decision maker.170 171 As such, the process for 
contesting algorithmic decisions is often modelled on the 
way people already review decisions in the organisation.

Businesses should proactively identify potential areas 
of contest and clarify who is responsible for addressing 
them at each step of the review process, at every 
stage of the AI system lifecycle.172 Doing so will ensure 
effective review of contested outcomes as they arise.

Businesses may also have existing dispute resolution 
channels that they can leverage, provided that 
they incorporate suitable human oversight as 
discussed above. For example, some financial and 
telecommunication services have internal dispute 
processes in place to address customer concerns.173

8.3 Support impacted individuals 

DIRECTLY APPLICABLE TO: senior directors, 
system owners, development team

AI systems often employ complex algorithms with opaque 
decision processes. It is nonetheless essential to provide 
impacted individuals with an adequate understanding of 
how the system decided their outcome and what data the 
decision was based on so that they have grounds to contest. 

We discuss three key considerations for businesses when 
providing impacted people with a basis to contest: 

• providing clear explanations and justifications 
for the decisions made (see Section 7)

• establishing recourse and redress mechanisms

• adopting preemptive contestability so people 
can challenge a decision before it is enacted

Recourse and redress mechanisms
Correcting erroneous decisions or remedying their 
impacts reduces harms the system may otherwise cause.174 
Two concepts are relevant to the outcomes of contestability: 

• recourse: the capacity of an impacted individual to 
alter the decision made by an AI system by utilising 
mechanisms that initiate a thorough review process

• redress: taking action to remedy or set right harms 
resulting from an AI decision that has undesirably 
or unfairly impacted a person or community.

For further reading, organisations might look to foreign 
standards that have recognised the need for recourse 
and redress when decisions are made by AI systems or 
are based on human data. The European Commission’s 
Ethics Guidelines for Trustworthy AI explains the 
importance of adopting redress mechanisms to ensure 
trust, and that accountability frameworks should 
include review and redress mechanisms.16 The UK’s 
Data Protection Act 2018 Article 46 demands the ‘right 
to rectification’, where the company controlling the 
data must rectify incomplete or inaccurate data upon 
request by the data subject (subject to conditions).175
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Preemptive contestability
When errors are anticipated to happen frequently, 
preemptive contestability allows erroneous decisions to 
be challenged before they generate impacts. This can help 
manage harms, and build trust in the system. One way 
to do this is to show the affected person their outcome 
before it is acted upon.3 This is complementary to recourse 
strategies that control harms that have already occurred.
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RESPONSIBLE AI PRINCIPLE 

Accountability

Those responsible for the different phases of the AI 
system lifecycle should be identifiable and accountable 
for the outcomes of the AI systems, and human oversight 
of AI systems should be enabled.

Raise awareness  
in Responsible AI

Ensure that 
individuals are 
equipped to 
make ethical 
decisions when 
designing and 
deploying AI 
systems.

DIRECTLY APPLICABLE TO: 
senior directors, 
system owners, 
development team

Establish  
roles and  
responsibilities 

Be clear 
about who is 
accountable for 
different aspects 
of the AI system’s 
operation and 
impacts.

DIRECTLY APPLICABLE TO: 
senior directors, 
system owners, 
development team

Conduct  
independent  
external audits 

Seek unbiased 
evaluation of 
the system’s 
performance and 
its delivery on its 
intended purpose 
to identify 
potential issues.

DIRECTLY APPLICABLE TO: 
senior directors, 
system owners, 
development team

Create positive  
incentives

Drive and 
reinforce 
responsible 
AI practices 
by explicitly 
motivating 
ethical behaviour.

DIRECTLY APPLICABLE TO:  
senior directors
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9 Accountability

Those responsible for the different phases of the AI system lifecycle should be 
identifiable and accountable for the outcomes of the AI systems, and human 
oversight of AI systems should be enabled.

Accountability in a system can be thought of as an 
assurance mechanism that promotes alignment between 
the actions of individuals and the purpose of the 
system. If the purpose of a system is to give effect to 
all the principles previously listed, then accountability 
functions as a “meta-principle” that can promote 
responsible AI by furthering each of these principles.

Accountability is the concept of being answerable 
for one’s actions and decisions. It is the idea that 
individuals and organisations should be held responsible 
for the consequences of their actions, and should be 
able to provide a clear and satisfactory explanation 
for these (and potentially be subject to penalties for 
wrong or inappropriate conduct). More precisely, 
accountability is a relationship involving:176 177 

• an accountable party

• a clear scope of responsibility for the accountable party

• a forum to whom the accountable party is 
answerable within the scope of its responsibility, 
where answerability amounts to:

– the capacity of the accountable party to explain 
and justify its decisions to the forum

– the right of the forum to request from 
the accountable party explanations and 
justifications for its decisions to the forum

• a potential right from the forum to impose on the 
accountable party penalties or corrective measures.

This implies that appropriate accountability depends 
on the appropriate assignment of roles and 
responsibilities and on knowledge, tools, resources and 
transparency required for effective answerability.

When an organisation has a culture of accountability, 
as well as adequate systems giving effect to that culture, 
people become appropriately resourced, motivated and 
incentivised to act in the best interests of the organisation, 
reducing the risk of unintended consequences. When this 
assurance includes the use of AI systems, it helps build 
trust and confidence in the use of AI by the organisation 
as people recognise such systems as trustworthy.

Below are some key practices that can improve 
accountability in the use of AI systems:

• From a people and culture perspective, education 
on the responsible use of AI can build awareness of the 
relationship between individual decisions and actions 
by the workforce – from detailed technical decisions 
to broader strategic decisions – and the human impact 
caused by the organisation’s AI systems. This can ignite 
a stronger sense of responsibility and duty towards 
the impacted customers and other people affected.

• From a process perspective, establishing appropriate 
roles and responsibilities and ensuring the 
roles are properly orchestrated can improve 
individual and system-level accountability. 

• From a broader governance and risk 
perspective, practices such as independent 
external audits can be effective at detecting 
blind spots and unacknowledged issues.

• From an organisational culture perspective, 
providing positive incentives for system 
owners, developers and stakeholders promotes 
the adoption of responsible AI practices.
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9.1 Raise awareness and 
knowledge of Responsible AI

DIRECTLY APPLICABLE TO: senior directors, 
system owners, development team

By providing employees with the knowledge and skills to 
use AI in a responsible and ethical manner, an organisation 
can help ensure that the decision-making processes 
implemented through its AI systems are compliant with 
the law and adequately aligned with the organisation’s 
values. This can help to improve the transparency and 
accountability of the organisation’s AI systems and reduce 
the risk of ethical or legal issues arising from their use. 

An organisation can provide training on the responsible 
use of AI to its workforce through a variety of different 
methods, including training programs for different groups 
of employees such as data scientists, managers, and 
directors. Some examples of these methods include:

• workshops and seminars: Training sessions on 
the responsible use of AI tailored to the specific 
needs and roles of different groups of employees. 
For example, data scientists can receive training on 
how to develop, configure, operate and deploy AI 
systems with a perspective centred on their human 
impacts, while managers can receive training on 
how to resource their teams, oversee and monitor 
their technical work with the aim of aligning it 
with the instructions from senior directors, and 
senior directors on the broader risk and governance 
considerations of using AI systems in an organisation.

• online courses and training materials: Access to online 
courses and training materials on the responsible use 
of AI. This can include introductory topics such as a 
general introduction to responsible AI and a technical 
introduction to responsible AI, as well as technically 
oriented courses such as foundations of decision theory, 
machine learning and automated decision-making, 
algorithmic fairness, explainability in AI, and AI risk 
and governance courses for senior directors. Many 
resources are available for RAI training.178 179 180 181 182 183

• hands-on training: Training to help employees develop 
practical skills and experience in the responsible use of 
AI. For example, data scientists can be given access to AI 
development platforms and tools, and can be provided 
with guidance and support as they work on projects that 
involve the development and deployment of AI systems.

• external experts and speakers: The organisation can 
bring in external experts and speakers to provide 
training and insights on the responsible use of AI. 
This can include experts in AI ethics, law, and policy, as 
well as practitioners who have experience in developing 
and deploying AI systems in a responsible manner.

Providing training on the responsible use of AI to 
the workforce is a foundational practice to promote 
accountability for the use of AI systems within an 
organisation. It paves the way for the introduction 
of other accountability-promoting practices as 
the workforce is made more conscious of the 
imperative to manage AI systems responsibly.
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9.2 Establish roles and 
responsibilities

DIRECTLY APPLICABLE TO: senior directors, 
system owners, development team

Clarifying the roles and responsibilities of different 
individuals and stakeholders within an organisation can 
help improve its entire system of accountability when it 
comes to actions and decisions made by AI systems.

In the report De-risking Automated Decisions: Practical 
Guidance for AI Governance, Gradient Institute addresses 
how different parties within an organisation can 
have the scope of their roles and responsibilities 
adapted to better serve the purpose of promoting 
effective organisational accountability in the use of AI.3 
The following are examples of a few responsibilities that 
should be expected from some of the key stakeholders 
involved in the governance of an AI system:

• board of directors: The board is ultimately accountable 
for what the organisation does, including the 
operation of its AI systems, and as such it has the 
responsibility to seek appropriate education on the 
risks of using AI systems and how to put in place 
effective governance mechanisms to control and 
monitor the use of AI systems in the organisation. 

• business/system owners and integrators: These parties 
are in charge of running the AI systems, i.e. defining 
the business and other objectives that the AI systems 
should be configured to optimise as well as ensuring 
that the implementation is fit for purpose and delivers 
on the objectives. As such, they are responsible 
for deciding how to balance potentially conflicting 
objectives (such as revenue, efficiency and ethical 
restraints) in the best interests of the organisation, 
according to direction from the board and senior 
executives. They are also responsible for ensuring that 
their teams are appropriately resourced, instructed and 
overseen so as to accurately translate those higher level 
decisions to the technical design and implementation 
of the AI system. In addition they need to ensure 
that they have appropriate visibility of the technical 
design decisions so they can be capable of explaining 
and justifying the business and ethical relevance of 
those to the upper echelons of the organisation.

• developers and data scientists: These technical staff are 
primarily responsible for understanding the relationship 
between design and implementation decisions and the 
actual decisions the system produces. They should have 
an adequate understanding of the business domain in 
which they are operating, and be able to communicate 
technical design decisions to non-technical audiences 
(in particular the business/system owners). They also 
need to be capable of representing non-mathematical 
objectives (such as “ethical” objectives articulated by 
business owners) in mathematical form to be interpreted 
by the AI system; when doing so, they need to be 
able to explain the limitations and risks associated 
with such approximations so the business owner can 
provide feedback about the appropriateness of any 
particular assumptions. The developers should also be 
in charge of identifying unintended behaviour of the 
AI systems and their causes, as well as of implementing 
effective corrective and mitigation strategies. 

• AI governance committee: An AI governance 
committee can be put in place and one of its 
responsibilities should be to assess the degree to 
which a system’s design and operation aligns with 
its stated objectives, and the values and priorities of 
the organisation (regardless of whether the system 
is developed in-house or procured). The committee 
needs to understand the limitations of the system as 
implemented and its potential unintended impacts.

A clear definition of roles and responsibilities all the 
way from the boardroom down to the design and 
implementation of the AI system by developers and data 
scientists is crucial to assemble an effective system of 
accountability for an AI system’s decisions. Specific advice 
on the nature of such responsibilities needs to be cognisant 
of the need to establish clear objectives (business, ethical, 
and others) and effective means to accurately translate 
them to the implementation of the AI system.
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9.3 Conduct independent 
external audits

DIRECTLY APPLICABLE TO: senior directors, 
system owners, development team

An external, independent audit of an AI system is a 
comprehensive evaluation of the performance, accuracy, 
and effectiveness of the system with respect to delivering 
on its intended purpose. Audits help with accountability 
because they can detect potential issues with the AI 
system and provide recommendations for improvement. 
Senior directors may incorporate independent audits 
as part of their AI system governance. System owners 
(supported by their development teams) can then develop 
relevant documentation and materials to conduct them. 

Internationally, multiple bodies and organisations 
have published guidelines or standards recommending 
independent external audits of AI systems, including:

• The European Union184 185 

• The Australian Human Rights Commission (AHRC)186

• The United States’ National Institute of 
Standards and Technology (NIST)187

• The International Organization for 
Standardization (ISO)188 

When an organisation commissions an external audit 
of an AI system, it may expect the auditor to address 
a range of aspects considering the system, such as:

• identifying the goals and objectives of the 
AI system: This involves clearly identifying the 
purpose and intended use of the AI system, 
as well as the specific metrics and criteria that 
will be used to evaluate its performance.

• analysing the data that the system uses: Examining 
the relevance and quality of the data the AI system 
uses for the purpose of achieving the goals. 

• evaluating and testing the process that generates the 
outputs of the AI system: Providing a technical analysis 
of how the algorithms and models in the system use the 
data to produce the systems’ outputs. This is a critical 
step that seeks to establish the relationship between 
data, algorithms and models on one side and the actual 
final decisions the AI system produces on the other side.

• monitoring the system: This can involve regularly 
reviewing the system’s output and comparing it to 
expected results to identify any potential issues.

• reporting: Once the audit is complete, detail the 
findings and recommendations for improving 
the AI system. The report is to be shared with 
stakeholders, such as the AI system’s developers, 
system owner, users, and senior directors, to help 
inform future development and use of the system.

A variant on AI system audits is an algorithmic impact 
assessment (AIA), which involves, in addition to the 
elements mentioned above, a more in-depth analysis of the 
relationship between the decisions made by the AI system 
and the actual human impacts they create. Resources for 
conducting an assessment are discussed in Section 2.
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9.4 Create positive incentives

DIRECTLY APPLICABLE TO: senior directors

Accountability is often framed around penalties, 
but positive incentives also play an important 
role in driving and reinforcing responsible 
AI practices within an organisation.

An RAI approach requires system owners to deliberately 
balance ethical objectives (such as fairness) against 
competing business objectives (such as revenue). It would 
be problematic for an organisation if performance 
evaluations and KPIs focus solely on business objectives 
and overlook the ethical value of people’s actions.3 
Considerations for positive reinforcement include:

• recognising ethical objectives and initiatives to promote 
ethical outcomes in employee performance evaluations

• allocating the responsibility for setting and balancing 
both business and ethical objectives to the same 
owners so that they do not have a vested interest in 
tipping the balance one way or another (they may be 
held accountable by their organisation’s AI governance 
committee of, or board of directors for example).
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10 Conclusion

The purpose of this report is to help small and medium enterprises, and businesses 
in general, to start putting the Australian AI Ethics Principles into practice 
in their organisations.

For each of the eight principles,

• human, societal and environmental wellbeing 

• human-centred values 

• fairness 

• privacy protection and security 

• reliability and safety 

• transparency and explainability 

• contestability

• accountability,

the report focuses on three tasks:

• suggesting some key practices that a business 
can cultivate in order to promote the principle

• pointing to resources to help conduct 
the selected practices

• when there are gaps in existing resources, 
suggesting alternative courses of action.

AI technology is evolving at an astonishing pace. 
Readers of this report should keep in mind that choosing 
an appropriate tool to support a certain practice will 
continue to be a hard problem to solve as new tools 
and resources keep on emerging. This suggests that 
it is advisable that organisations adopt a proactive 
attitude to keeping themselves abreast of the latest 
developments in responsible AI resources and tools. 

Even though the tools will keep on evolving at a fast pace, 
it should be noted that many practices are likely to stay 
relevant and new practices will emerge. This suggests 
that it is advisable that organisations invest in developing 
their culture and governance processes so as to eventually 
elevate Responsible AI to a level of standard routine 
– in a way that is agnostic to the particular choice of 
tools or resources required for execution. The need to 
retire practices or create new ones will eventually arise, 
but this should not distract organisations from the task of 
instituting and developing practices that are today known 
to be effective and are likely to continue to be for the 
foreseeable future.

45



Responsible AI – selected practices

Human, societal and 
environmental wellbeing

Throughout their lifecycle, 
AI systems should 
benefit individuals, 
society and the environment.

Elicit potential 
impacts

Assess impacts Set ethical 
objectives

Human-centred values

Throughout their lifecycle, 
AI systems should respect 
human rights, diversity, 
and the autonomy 
of individuals.

Design for 
human  
autonomy

Achieve 
outcomes 
ethically

Incorporate 
diversity

Fairness

Throughout their lifecycle, 
AI systems should be inclusive 
and accessible, and should not 
involve or result in unfair 
discrimination against individuals, 
communities or groups.

Contextualise 
fairness

Measure 
fairness

Mitigate unfair 
impacts

Privacy protection and security

Throughout their lifecycle, 
AI systems should respect 
and uphold privacy rights 
and data protection, 
and ensure the security of data.

Consult 
privacy 
and 
security 
experts

Guard 
against 
attacks

Minimise 
the 
collection 
of personal 
information

Consider 
using 
privacy 
preserving 
models

ICON DEFINITIONS – This document is written for 
senior directors, system owners and system developers. 
These icons indicate which of these three roles each 
practice is directly applicable to.

SYSTEM OWNER – the person (or persons) responsible for defining 
business and other objectives of the system (in line with the board 
of directors’ strategy), as well as for ensuring that the system 
implementation is fit for purpose and delivers on those objectives.
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Reliability and safety

Throughout their lifecycle, 
AI systems should reliably 
operate in accordance 
with their intended purpose.

Curate 
datasets

Conduct pilot 
studies

Monitor 
and evaluate  
continuously

Transparency and explainability

There should be transparency 
and responsible disclosure 
so people can understand when 
they are being significantly 
impacted by AI, and can 
find out when an AI system 
is engaging with them.

Make 
appropriate  
disclosures 

Enable 
external 
scrutiny

Offer 
appropriate  
explanations

Contestability

When an AI system significantly 
impacts a person, community, 
group or environment, there 
should be a timely process 
to allow people to challenge 
the use or outcomes of the 
AI system.

Understand 
contestability 
obligations

Establish 
human review 
of contested 
decisions

Support 
impacted 
individuals

Accountability

Those responsible for the 
different phases of the AI 
system lifecycle should be 
identifiable and accountable for 
the outcomes of the AI systems, 
and human oversight of 
AI systems should be enabled.

Raise 
awareness  
in  
Respon-
sible AI

Establish  
roles and  
respons-
ibilities 

Conduct  
independ-
ent  
external 
audits 

Create 
positive  
incentives

SENIOR DIRECTORS – concerned with setting strategic 
goals and ensuring the organisation's activities are 
aligned with those goals.

DEVELOPMENT TEAM – responsible for designing 
and implementing the AI system to meet the objectives 
and requirements specified by the system owner.
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